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a b s t r a c t

In this paper an improved finite volume scheme to discretize diffusive flux on a non-
orthogonal mesh is proposed. This approach, based on an iterative technique initially sug-
gested by Khosla [P.K. Khosla, S.G. Rubin, A diagonally dominant second-order accurate
implicit scheme, Computers and Fluids 2 (1974) 207–209] and known as deferred correc-
tion, has been intensively utilized by Muzaferija [S. Muzaferija, Adaptative finite volume
method for flow prediction using unstructured meshes and multigrid approach, Ph.D. The-
sis, Imperial College, 1994] and later Fergizer and Peric [J.H. Fergizer, M. Peric, Computa-
tional Methods for Fluid Dynamics, Springer, 2002] to deal with the non-orthogonality of
the control volumes. Using a more suitable decomposition of the normal gradient, our
scheme gives accurate solutions in geometries where the basic idea of Muzaferija fails. First
the performances of both schemes are compared for a Poisson problem solved in quadran-
gular domains where control volumes are increasingly skewed in order to test their robust-
ness and efficiency. It is shown that convergence properties and the accuracy order of the
solution are not degraded even on extremely skewed mesh. Next, the very stable behavior
of the method is successfully demonstrated on a randomly distorted grid as well as on an
anisotropically distorted one. Finally we compare the solution obtained for quadrilateral
control volumes to the ones obtained with a finite element code and with an unstructured
version of our finite volume code for triangular control volumes. No differences can be
observed between the different solutions, which demonstrates the effectiveness of our
approach.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

When we are faced with domains with complex geometry, which is often the case in industrial configurations, we have to
deal with control volumes with arbitrary shapes or at least non-orthogonal control volumes. Elements which are triangular
in 2D or tetrahedral in 3D, leading to an unstructured grid, are often used because of their ability to mesh any kind of geom-
etry. But computational development can become more critical regarding data structure complexity and bookkeeping. More-
over the structure of the outcome discretization matrix generally leads to additional computational time requirements to
solve the related linear system. Because of these drawbacks, some people prefer structured or at least block-structured grids
of control volumes which are quadrilateral in 2D or hexahedral in 3D. The weakness of this alternative is that quadrilateral or
hexahedral control volumes cannot fit any kind of complex geometry without introducing non-orthogonal control volumes.
In most cases, this non-orthogonality could lead to a strongly skewed mesh, that is, mesh made of control volumes with very
. All rights reserved.

fax: +33 5 49 49 69 68.
(Ph. Traoré).

mailto:philippe.traore@univ-poitiers.fr
http://www.sciencedirect.com/science/journal/00219991
http://www.elsevier.com/locate/jcp


Ph. Traoré et al. / Journal of Computational Physics 228 (2009) 5148–5159 5149
obtuse internal angles. A common idea propagated in the CFD community asserts that the accuracy order of numerical
schemes degrades as soon as control volumes are not orthogonally quadrilateral. This idea, which is shared by a great major-
ity of authors, comes from the fact that effectively skewed control volumes involve consistency problems in the discretiza-
tion of second derivative or diffusive flux Fd through the surface SP surrounding a given control volume VP:
Fd ¼
Z

SP

ðr/Þ �~nds ð1Þ
SP ¼
S

k¼neighbours
SP

k , where SP
k represents the surface of the face k and ~nP

k is the unit vector normal to this face relative to the

control volume VP.r/ is the gradient of the scalar function /. For simplicity of graphical representation we shall reason with
2D quadrilateral control volumes, but our developments remain valid for control volumes of arbitrary shape in 3D.

Using the middle point rule in the approximation of (1) leads to:
Fd ’
X

k¼n;e;n;w;s

SP
kðr/ÞPk �~nP

k ð2Þ
The key problem of the diffusive flux discretization in complex geometry reduces then to the search for a consistent
approximation of the gradient of / in the~nP

k direction, that is ðr/ÞPk �~nP
k , on each face SP

k of the control volume VP. It is possible
to design particular meshes in such a way that ~nP

k is always parallel to ~nP
k , the unit vector of the line joining the two nodes

located on both sides of the face SP
k (see Fig. 1). These meshes are called admissible meshes and were proposed by Herbin

[4,5]. The advantage of such meshes is that they allow the use of simple schemes for the discretization of ðr/ÞPk �~nP
k . How-

ever, in practice it is not always feasible to build such admissible meshes because they imply strong constraints on algorithms
dedicated to such a task and generally, meshing software does not have this interesting feature. So authors who have worked
so far with finite volume discretization in a general grid context [6–9] have proposed formulations to approach ðr/ÞPk �~nP

k

which involved not only the centers of the control volumes but also the vertices of each corner: nw, ne, se, sw (see Fig. 1).
The drawback of these approaches is the use of additional variables, which increases the discretization stencil and thus

the complexity of the discretization matrix. The solution of such a resulting linear system would become trickier or more
expensive in terms of computational time. These difficulties could be avoided by using a strategy well-known in the CFD
community proposed by Muzaferija [2] and spread by Peric [3,10–12], based on the technique of deferred correction intro-
duced by Khosla [1].

In this context, deferred correction is used as a simple and efficient iterative method to approximate diffusive flux espe-
cially in the solution of the Navier–Stokes equations on non-orthogonal grids [3,11,12,14]. This technique can also be found
in the most popular numerical codes in fluid mechanics like Star-CD or Fluent.

The approximation of ðr/ÞPk :~nP
k will be achieved through an iterative process detailed in [2,3,13,14] which must converge

towards the desired quantity:
ðr/Þmk �~nP
k ! ðr/ÞPk �~nP

k

m!1
ð3Þ
Certainly because of the loss of accuracy or potential divergence of the solution in the case of strongly skewed meshes, some
authors (Muzaferija [2], and guidelines in user manuals of industrial numerical codes) have suggested some restrictions be-
fore using this method. The main restriction is the requirement for an internal angle that is not too obtuse, namely > 45�,
which is not systematically feasible in cases of very complex geometry, especially when using quadrilateral control volumes.
As the usual approach leads to convergence problems in the case of severe non-orthogonality, the aim of our study is to pro-
vide a modified version of the deferred correction method which is more robust and more efficient.

The structure of the paper is as follows: In Section 2, the mathematical formulation will be introduced, including in par-
agraph 2.1 the presentation of the Standard Deferred Correction statements, which will be abbreviated for simplicity to the
acronym SDC. In paragraph 2.2 we will highlight the basis of our new scheme. The implementation details and the
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Fig. 1. Notations for a control volume P and its neighbours. Surfaces around the control volume P.
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discretization of the involved operators will be presented in Section 2.3. In Section 3, three different test cases and examples
of applications will be performed in order to establish the efficiency, robustness and advantageousness of our new scheme,
which will be referred to as Improved Deferred Correction and abbreviated to IDC.

2. Mathematical formulation

Solving a Poisson problem allows us to build an analytical solution which will be used to test the accuracy of the numer-
ical one.

Poisson equations with homogeneous Dirichlet boundary conditions in a domain (X) are formulated as:
D/ ¼ g in ðXÞ ð4Þ
/ ¼ f on ð@XÞ ð5Þ
where / is the unknown function and g and f are two given functions. Eq. (4) is integrated over a control volume P of volume
VP. Expressing Eq. (4) in its divergence form and using the Green–Ostrogradsky theorem [3,15], we obtain:
Z

SP

ðr/Þ �~nds ¼
Z

VP

g dv ð6Þ
Using the middle point rule, which is a second order quadrature formula, Eq. (6) can be written for a given control volume,
with the notation of Fig. 1, in the following form:
X

k¼n;e;w;s

SP
kðr/ÞPk �~nP

k ¼ ðgÞP � VP ð7Þ
For clarity in the following sections, the index P which refers to ‘‘control volume P” will now be dropped.

2.1. The Standard Deferred Correction (SDC)

The deferred correction approach as proposed by [2,3] consists in noticing that
ðr/Þk �~nk ¼ ðr/Þk � ðvecnk �~nkÞ þ ðr/Þk �~nk.

Muzaferija [2] and Fergizer and Peric [3] introduce an iterative process such as:
X
k¼n;e;w;s

Skðr/Þmk �~nk ¼ ðgÞP :VP �
X

k¼n;e;w;s

Skðr/Þm�1
k � ~nk �~nk

� �
ð8Þ
The left hand side of (8) can be easily approximated by a centered formula. For example, using a second order centered
scheme should lead to:
Skðr/Þmk �~nk ¼ dk /m
K � /m

P

� �
ð9Þ
with dk = Sk/d(P,K), where d(P,K) is the distance between P and K; /m
K and /m

P , respectively, are the mth iterative value of / at
nodes K and P, the centers of two neighboring control volumes.

The right hand side can be explicitly computed as it depends only on terms from the previous iteration. This can be
achieved using the Gauss formula, least-squares method or any shape function.

Numerical tests have shown that the former deferred correction approach gives fairly good results only when hk (see
Fig. 2) is small, and diverges otherwise. Then, it appears that the convergence of the deferred correction is closely linked
to the skewness of the control volumes. Since the initial approach of SDC fails in cases where hk > 38�, is it possible to im-
prove the scheme and provide solutions especially in strongly skewed meshes?
Fig. 2. ~nk decomposition in SDC.
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2.2. Proposition of an Improved Deferred Correction (IDC) scheme

If~tk is the unit vector parallel to a face Sk, then the normal ~nk to this face can be expressed as:
~nk ¼ kk
~nk þ bk

~tk ð10Þ
where kk ¼ 1
cos hk

and bk = tan hk

Note that coshk is the projection of the cell face normal ~nk onto ~nk and the projection of ~tk onto ~nk is �sinhk. Hence
~nk ¼ cos hk~nk � sin hk~tk (see Fig. 3).

With these considerations, Eq. (7) becomes:
X
k¼n;e;w;s

kkSkðr/Þk �~nk ¼ ðgÞP � VP �
X

k¼n;e;w;s

bkSkðr/Þk:~tk ð11Þ
and then we can introduce the IDC process such as:
X
k¼n;e;w;s

kkSkðr/Þmk �~nk ¼ ðgÞP � VP �
X

k¼n;e;w;s

bkSkðr/Þm�1
k �~tk ð12Þ
2.3. Implementation details

The left hand side of (12) is still approximated by a centered formula of second order.
kkSkðr/Þmk �~nk ¼
kkSkð/m

K � /m
P Þ

dðP;KÞ ð13Þ
The second term of the right hand side is explicitly determined from the gradient at nodal values of the previous iteration
interpolated at the k location:
ðr/Þm�1
k ¼ ð1�xKÞðr/Þm�1

P þxKðr/Þm�1
K ð14Þ
where xK is the linear interpolation factor between the two neighbors node P and K.
In this study, the gradient at nodal values is computed with the Gauss formula:
ðr/ÞjP �
P

k¼n;e;w;sSk/kð~nk �~ijÞ
VP

ð15Þ
where~ij is the unit vector in the jth cartesian coordinate and /k are the interpolated nodal values of / at the center k of face
Sk.
/k ¼ ð1�xKÞ/P þxK/K ð16Þ
In accordance with globally accepted finite volume notations [16], if we define the generic equation as
AP/

m
P þ

P
K¼NEWSAK/m

K ¼ ðRHSÞP , we would have the following coefficients:
AK ¼
kkSk

dðP;KÞ
AP ¼ �

X
K¼NEWS

AK

ðRHSÞP ¼ ðgÞPVP �
X

k¼news

bkSkðr/Þm�1
k �~tk

ð17Þ
Eq. (12), written for every control volume defining the calculation domain, leads to a linear system A~x ¼~b that we solve
with the Bi-Conjugate Gradient Stabilized (Bi-CGSTAB) of Van der Vorst [17] with a Modified Incomplete LU factorization
preconditioner according to Gustafsson [18]. So, the resolution process is made of two major loops. The first loop, which
Fig. 3. ~nk decomposition in IDC.
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we call sweep iterations, is associated with the m index of the deferred correction in Eq. (12). The second loop, which we call
the inner loop, is associated this time with the iterative nature of the solver. For each m index of the sweep iterations we have
to solve the linear system, which includes the inner loop.

Two different stopping criteria should be defined to stop the iterative processes. For the m loop we shall iterate until the

quantity
/m

P �/m�1
Pj j

/m�1
Pj j > esweep for all nodes P of the domain. For loop k of the linear system solver we use the classical stopping

criteria based on the residual which should be less than a given tolerance esolver.
To improve the performances in terms of CPU time consuming, parallelization is often suggested. Although the parallel-

ization of our algorithm has not been carried out in the present paper, we should nevertheless mention that nothing stands
opposed to the development of a full parallel version of our approach. Indeed, as in such situations of Poisson problems, par-
allelization mainly hinges on the linear system solver; thus, if the solver used is parallelizable then the full method will be
parallelizable too. The solver BI-CGSTAB used in this study has been successfully parallelized in other contexts [19,20].
3. Numerical experiments

3.1. Performance comparison tests between SDC and IDC

For this first test we consider the domain depicted in Fig. 4, whose skewness is defined by angle h.
We solve the following Poisson equation:
D/ ¼ 6xþ 2 in ðXÞ ð18Þ
/ðx; yÞ ¼ x3 þ y2 þ xy on ð@XÞ ð19Þ
The exact solution is given by /(x,y) = x3 + y2 + xy. The grid will be skewed successively by an angle h increasing from 20�
to 89.9�, which is roughly acute. Typically in commercial CFD codes it is recommended that a value of 45� should not be ex-
ceeded. We shall compare the convergence of the two methods, the former deferred correction, SDC, and our new scheme,
IDC. Using the software Matlab we can compute, over a given grid, the spectral radius of each iteration matrix for the both
approaches. Then it is possible to study their sensitivity to the grid skewness defined by h. In Table 1, it can be seen that the
spectral radius of the iteration matrix of SDC method tends to 1 when h comes close to 38�. It still increases when h exceeds
38�, which will cause the divergence of the computation. At the same time the IDC iteration matrix keeps a spectral radius
that is always lower than 1 whatever the considered skewness. It is clearly apparent that the IDC scheme converges what-
ever the value of h, whereas the SDC approach converges only for values of h lower than 38�, which indicates its limitation.

This result is confirmed in Table 2, where the values of the L2 norm versus angle h have been reported for each scheme.
Whatever the value of h, our approach converges and provides solutions with a satisfactory error. For the SDC scheme, ‘‘–”
means that the code has diverged.

We have computed the evolution of the ratio T [15], defined as: T ¼
ln

err1
err2

� �
ln 2 , versus h, where err1 and err2 denote the dis-

crete L2 errors made respectively on Grid1 and Grid2, two successive grids; Grid2 has twice as many control volumes as
Grid1 in each direction of meshing. T is a good estimation of the accuracy order of the scheme. We considered two cases:

Case 1: Grid1: 20 � 20 and Grid2: 40 � 40
Case 2: Grid1: 40 � 40 and Grid2: 80 � 80

The results in Table 3 reveal that for h lower than 38�, the solutions obtained by each of the two methods both have the
expected second order. Beyond 38�, this second order is preserved with the IDC scheme whereas the former approach, SDC,
diverges dramatically From these results, it is clear that the accuracy order of the method is not damaged as the skewness is
increased.

In Table 4, we have reported the number of sweeps required in the deferred correction process versus h. The tolerance for
the stopping criterion is intentionally very severe and set to e1 = 1 � e�7. The grid is made of 40 � 40 control volumes. We still
observe the limit of h = 38�over which the SDC scheme diverges. Even for the most extreme angle of 89.9� the number of
sweeps required for our scheme is four times less than the number of sweeps required for the SDC scheme in the limit case,
h = 38�.
Fig. 4. Computational domain and grid.



Table 1
Spectral radius of the iteration matrix versus angle h for a 40 � 40 grid.

h 20� 30� 38� 50� 60� 70� 75�

qSDC 0.46 0.71 0.99 1.7 2.6 4.27 5.88
qIDC 0.35 0.48 0.58 0.7 0.78 0.82 0.82

Table 2
L2 norm versus angle h for a 40 � 40 grid.

h 20� 30� 40� 50� 60� 70� 75�

L2SDC 2.71 e�05 8�e�05 – – – – –
L2IDC 2.64 e�05 7.09 e�05 1.01 e�04 2.25 e�04 4.89 e�04 1.26 e�03 2.48 e�03

Table 3
Evolution of T versus angle h for two cases.

h 20� 30� 38� 50� 60� 70� 75�

Case 1
TSDC 1.98 1.988 1.982 – – – –
TIDC 1.988 1.988 1.982 1.984 1.987 1.99 1.991

Case 2
TSDC 1.991 1.9 1.984 – – – –
TIDC 1.988 1.991 1.991 2.006 1.994 1.994 1.994

Table 4
Number of sweeps versus h.

h 20� 30� 38� 45� 50� 60� 70� 80� 85� 89.9�

Sweep SDC 14 30 872 – – – – – – –
Sweep IDC 12 17 23 30 37 57 91 9 161 169

Table 5
Total number of iterations versus h.

h 20� 30� 38� 45� 50� 60� 70� 80� 85� 89.9�

ItSDC 7 303 7764 – – – – – – –
ItIDC 121 173 236 304 371 560 872 09 1501 1575

Table 6
CPU time needed for the schemes (s).

h SDC IDC

10� 0.036 s 0.032 s
35� 0.14 s 0.068 s
89.5� – 0.32 s
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In Table 5, we have pointed out the total number of iterations versus angle h for the Bi-CGSTAB linear system solver and
for the two schemes: SDC and IDC. The total number of iterations is the sum of iterations of the k loop for each sweep of the
m loop.

In Table 6, we have reported the CPU time for the two schemes and for three different angles. The difference is not very
sensitive for small h angles, but increases when h gets closer to the limit of 38�. For h = 35�, the CPU time consumption of SDC
is around 2.5 times higher than that of IDC for the same 40 � 40 grid.

Comparing the two schemes, SDC is obviously much more demanding in terms of iterations and thus requires more com-
puting time than IDC. These results show that the skewness of the control volumes has no impact on the accuracy order of
the solution itself, since the convergence criteria are satisfied, but only on the number of iterations and sweeps.

In Fig. 5, we have plotted the evolution of a monitored point solution versus the number of sweeps for the two schemes in
the previous limit case of h = 38�. It is remarkable that in the case of the SDC scheme, the solution oscillates very much before



Fig. 5. Evolution of a monitored point solution versus the number of sweeps for h = 38�.
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reaching the asymptotic value. In contrast, with IDC we have only two periods of oscillation before obtaining the stabilized
solution below the tolerance of 1�e�7. Please note also that the solution is obtained for less than 25 sweeps in our case while
it still oscillates after 400 sweeps in the case of the SDC scheme. The criteria will in fact be satisfied after 872 sweeps.

3.2. Random mesh and severe grid distortion tests

With the goal of confronting the IDC scheme with stiffest configurations we have designed two special, more drastic grids
as test cases. Following the procedure of Shashkov and Steinberg [21] we have generated a randomly distorted grid and an-
other that is particularly skewed in anisotropic directions as depicted in Fig. 6. The orthogonal grid will serve as a reference
case. The objective is not only to compare the solution obtained on these two grids with the orthogonal one but also to com-
pare the conditions in which those solutions are obtained.

We intend to solve the following Poisson equation:
D/ ¼ 2p2ðcos2ðpxÞ � sin2ðpxÞÞ þ 2p2ðcos2ðpyÞ � sin2ðpyÞÞ in ðXÞ ð20Þ
/ ¼ sin2ðpxÞ þ sin2ðpyÞ on ð@XÞ ð21Þ
Xis then a square domain [1 � 1] that we have meshed with the above three grids. These three grids: orthogonal, randomly
distorted and anisotropically skewed, each have 2601 control volumes (51 control volumes in each direction). The analytical
solution of this problem is the following surface shown in Fig. 7, which has been chosen to be not too smooth, to stiffen the
problem. In this figure, z represents the magnitude of this analytical solution.

We have to mention that for the previous test case, a node centered version of our code was used. With these particular
grids and especially the third one, due to the anisotropy of the mesh distortion, the node centered configuration does not
guarantee that the node P (supposed to be the cell center) is always inside the cell itself (see Fig. 8). To avoid these pathologic
Fig. 6. Different meshes used for the second test case.



Fig. 7. Analytical solution.

Fig. 8. Pathologic configuration where the node P could be outside its control volume.
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situations typical of node centered configurations, we had to implement a cell centered version of the code as for this config-
uration, these situations cannot occur.

The convergence conditions are summarized in Table 7.
The more obtuse the internal angles, the more iterations will be required in the iterative process. In Fig. 9 we have pre-

sented the absolute error made on the three successive grids. As expected the anisotropically skewed mesh produces the
highest error with a maximum of 9.25% relative error while the randomly distorted mesh gives fairly good results with only
0.95% relative error.

The difference in terms of number of sweeps, iterations and accuracy between the orthogonal grid and the others is
emphasized for the anisotropically distorted one. These differences are, according to us, due more to the anisotropy of
the grid itself than to its skewness. Indeed we can observe that the errors are magnified in regions where the grid is strongly
anisotropic, that is, where the angle between two adjacent cell faces of two contiguous cells is changing drastically. It is more
this factor which contributes to the stiffness of the problem and which plays a role in the discrepancy between the different
results, rather than the skewness itself.
Table 7
Total number of iterations, sweeps, CPU time and errors for the three tested grids.

Orthogonal Randomly distorted Anisotropically distorted

Total number of iterations 20 104 35
Total number of sweeps 2 8 82
CPU time 0.068 s 0.088 s 0.44 s
L2 norm 1.34 e�05 1.69 e�04 1.1 e�03

Max error 9.5e�04 1.9 e�02 1.85 e�01



Fig. 9. Iso-contours of the absolute error made on the three grids.
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It should be noted that in the case of the randomly and anisotropically distorted meshes, refining these grids will reduce
these errors, as the scheme has been found to keep its theoretical second order of accuracy. In Table 8, the L2 Norm and max-
imum error for different refined grids of the randomly distorted one are reported.

We computed the T ratio for three pairs of grids (Grid0/Grid1, Grid1/Grid2 and Grid2/Grid3). We obtained: TGrid0/

Grid1 = 1.69, TGrid1/Grid2 = 1.9 and TGrid2/Grid3 = 1.96.
Therefore the use of orthogonal control volumes instead of skewed ones will have an impact only on the number of iter-

ations needed for the deferred correction but not on the accuracy order itself, which tends to 2: the expected theoretical
order.

Despite the fact that our scheme preserves the second order of accuracy, the discrepancy between the results obtained for
the different grids has another source. In a rather distorted grid another pathologic configuration as depicted in Fig. 10 can
occur. The line connecting the two nodes P and K crosses the cell face not at its midpoint ‘‘k”, where the diffusive flux ought
to be calculated, but at another location k

0
. This pathologic situation, which is this time typical of cell centered configuration,

will have consequences for the overall accuracy. Indeed, for any interpolated quantities w, (1-xK)wP + xKwK = wk0 –wk. In
some extreme cases it is even possible to have the point k

0
which does not belong to the cell face Sk. This source of inaccuracy

is more linked to the cell centered configuration than to the discretization scheme, whichever one is used.
Table 8
L2 Norm and maximum of error for different grid sizes of the randomly distorted grid.

Grid0: 51 � 51 Grid1: 102 � 102 Grid2: 204 � 204 Grid3: 408 � 408

L2 Norm 1.698e�04 5.27e�05 1.41e�05 3.64e�06

Max error 1.9e�02 6.65e�03 3.57e�03 1.83e�03



Fig. 10. Pathologic configuration due to grid distortion.
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3.3. Quadrilateral and unstructured triangular grids

In a final numerical test we solved the Laplace equation, which governs the electrical potential distribution, in a trape-
zoidal cavity entirely defined by lengths L1, L2 and H, with boundary conditions indicated in Fig. 11.

This problem is solved by three different methods and/or codes.

FVQ refers to our finite volume code based on an IDC scheme on quadrilateral control volumes.
FVT refers to an unstructured version of our finite volume code based on an IDC scheme but applied to triangular control
volumes.
FET refers to the Matlab (PDE toolbox) finite element solver on triangles.

Dimensionless lengths L2, H and l are kept fixed (at 4, 4 and 3) while the length L1 is extended to 10, 15, 20 and 30. When
using a quadrilateral CV, increasing L1 is equivalent to increasing the h angle. In the case of triangular control volumes or
elements the mesher used is optimized in such a way that the internal angle is rather constant. So solving the Laplace equa-
tion with the FVT or FET solvers is a good way to get a solution which will not be sensitive to the skewness, unlike FVQ,
which uses quadrilateral control volumes. Thus these two solutions would be interesting references to compare the solution
obtained with the IDC approach using quadrilateral control volumes.

Only the extreme case L1 ¼ 30 is presented. The first mesh used for the FVT and FET solvers has 3101 nodes and 6005
triangles. For the FVQ code, the mesh is made of 6400 control volumes (see Figs. 12 and 13) for objective comparison.

In Fig. 14 we have depicted the iso-contours of the solutions obtained with the three solvers. No differences can be ob-
served. Therefore the finite volume discretization for triangles using our deferred correction scheme is completely consistent
with the finite element discretization by the Matlab software. The solution of the FVQ solver is identical to the two previous
ones.

In Fig. 15, we have plotted the vertical and horizontal profiles of the solution in the mid sections, Xs = L1/2 and Ys = H/2.
For all solvers it can be seen that the solution perfectly matches. These results show, from a more quantitative point of view,
that the different types of discretization (finite volume or finite element) or the different shapes of control volumes (quad-
rilateral or triangular) lead to the same solution. Thus when the non-orthogonality of the grid is well taken into account in
the discretization process of the diffusive flux, the solution becomes rather independent of the kind of discretization or shape
of control volumes. This should be the rule with a consistent management of the non-orthogonality through diffusive flux
discretization.
Fig. 11. Domain configuration and dimensionless boundary conditions for the third test case.



Fig. 15. Solution profile in different sections.
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FVQ

Fig. 14. Iso-contours of the solution for each solver.

Fig. 12. Grid used for the FVT and FET solvers. L1 ¼ 30.

Fig. 13. Grid used for FVQ solver. L1 = 30.
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4. Summary and conclusion

In this article, a new Improved Deferred Correction scheme (IDC) suitable for the discretization of diffusive flux with a
finite volume method in a context of extremely skewed mesh has been developed. Through a dedicated test case and accord-
ing to different criteria, IDC has been shown to perform much better than SDC, which is still widely used. Whatever the
skewness, the order of accuracy is always kept very near to 2, which is the theoretical order expected in our case. Therefore,
the common idea disseminated by the CFD community, which asserts that the accuracy order of numerical schemes de-
grades as soon as control volumes are not orthogonal quadrilateral ones, must be reconsidered. It is certain that it is the
way the diffusive flux is discretized that influences the accuracy order of the solution, rather than the shape of the control
volume or the skewness itself. With a suitable discretization process the order of accuracy is fully recovered even for extre-
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mely skewed grids. A complete check of the grid quality, which is often processed in industrial numerical codes before
launching a run, could now become less restrictive since the borderline case for the internal angle is now pushed away.

In a final test, the IDC scheme shows good performance whatever the shape of the control volume, quadrilateral of tri-
angular. The solution given by our scheme for these two types of control volumes has been compared with a finite element
solver on the same triangular mesh. No noticeable differences were found, which establishes the validity of our new ap-
proach. Due to its performance, the new improved scheme should now be preferred by CFD developers to the standard
approach.
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